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A Wilson orthonormal basis was constructed in 1991 by I. Daubechies, S. Jaffard and J.-

L. Journé from Gabor tight frame elements, when the redundancy of the Gabor system
is 2. In 1994 P. Auscher gave a characterization of the atoms for which the Wilson

system is an orthonormal basis. Afterwards, K. Gröchenig posed a question whether
the construction of an orthonormal Wilson basis is possible for Gabor tight frame of

redundancy 3. We give a partial positive answer to this question constructing in this

case a Wilson system being a tight frame with bound 1.
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1. Introduction

In Gabor analysis due to Heisenberg Uncertainty Principle and Balian-Low Theorem
the orthonormal bases obtained under the action of regular lattice of time-frequency
shifts cannot have good localization properties and the tight frames are an often
picked substitute for orthonormal bases. But the link is even stronger. In 1991
I. Daubechies, S. Jaffard and J.-L. Journé from elements of Gabor tight frame
with redundancy 2 constructed a system whose elements were the combination of
two symmetric time–frequency shifts.5 For the atoms whose Fourier transform is
real-valued the system was proved to be an orthonormal basis in L2(R) and the
exemplary constructed atom had good time and frequency localization properties.
In 1994 P. Auscher under mild decay assumptions gave a characterization of the
atoms for which the system is an orthonormal basis.1 The theorem below combines
Proposition 5.2 from Ref. 5 and Theorem 5.5 from Ref. 1. Recall that Ta is the
translation (time–shift) and Mb is the modulation (frequency–shift) operator.

Theorem 1.1. Let f ∈ L2(R), ‖f‖ = 1. If (MmTn/2f)m,n∈Z is a tight frame in
L2(R), then the system composed of (M2mf)m∈Z and[

2−1/2
(
Mm Tn/2 f + (−1)m+n M−m Tn/2 f

)]
n≥1, m∈Z

(1.1)

1
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is an orthonormal basis in L2(R) if and only if for all k ∈ Z and for almost all
x ∈ [0, 1/2)

Ek(x) =
∑
n∈Z

(−1)n f (x− k − n/2− 1/2) f (−x− n/2) = 0. (1.2)

Moreover, the system composed of (M2m+1f)m∈Z and[
2−1/2

(
Mm Tn/2 f − (−1)m+n M−m Tn/2 f

)]
n≥1, m∈Z

(1.3)

is also an orthonormal basis in L2(R) if and only if (1.2) is satisfied. In particular,
if Ff is real-valued, the condition (1.2) is satisfied.

The extensive study lead, in particular, to the results on the unconditionality
of Wilson bases in Bargmann spaces. In 1992 H.G. Feichtinger, K. Gröchenig, and
D. Walnut6 showed that the Wilson orthonormal basis with an atom related to a
Gaussian function is unconditional in the coorbit spaces Co(Lp) and subsequently
K. Gröchenig, and D. Walnut11 strengthened it by considering the Wilson basis
with an atom being a Gaussian function. The so obtained Wilson basis is certainly
not orthonormal, but is still a Riesz basis and also unconditional in the coorbit
spaces Co(Lp). Equivalently, its image under Bargmann transform is unconditional
in Fock-Bargmann spaces. A simplified proof of this result can be found in Ref. 24.

In 1996-1997 H. Bölcskei, K. Gröchenig, F. Hlawatsch, and H.G. Feichtinger
constructed the analogue of the Wilson system for the Gabor tight frame with even
redundancy 2N for N ∈ Z being under certain condition a tight frame with the
frame bound reduced by factor 2.3 4

Later on, K. Gröchenig posed an inspiring and challenging question, whether
there exists a Wilson basis (or its analogue) for the case of redundancy 3 (Ref. 10
pp. 168–169). K. Bittner demonstrated that polynomials are reproduced by Wilson
bases and described the rate of linear approximation in these bases.2 G. Kutyniok
and Th. Strohmer generalized the notion of Wilson system to the lattices whose
generator matrix is in Hermite normal form.16 Some modifications of the classical
Wilson system defined in (1.1) were introduced in Ref. 23 together with the charac-
terization of the atoms f ∈ L2(R), for which the system is an orthonormal basis in
L2(R). This result covers for instance the case when the sign sequence (−1)m+n in
(1.1) is replaced with (−1)m. These modifications can be carried over in the similar
manner for the general lattices of the form B(1/2Z×Z), where B has determinant
1, yielding also the appropriate characterizations.21

In the present paper we construct, using some specific symplectic matrix A of
order 3, a system whose elements are the combinations of the time–frequency shifts
with redundancy 3. The time–frequency shifts selection relies on the iterated action
of matrix B derived from matrix A. The image of matrix A under the metaplectic
representation provides an equivalence operator of the underlying Gabor represen-
tations which is in turn used to prove the tight frame condition.

Thus, we give a partial positive answer to K. Gröchenig’s question about an
orthonormal Wilson basis for Gabor tight frame of redundancy 3, constructing



September 16, 2010 14:21 WSPC/WS-IJWMIP 2011-1-7

Wilson System 3

some Wilson-like tight frame with bound 1 instead. If norms of all its elements were
equal 1, the system would be an orthonormal basis, which however we do not resolve
whether being true or not. To the aim of the objective construction let us assume
that ‖f‖ = 1 and that the system

(
Mm Tn/3 f

)
m,n∈Z

is a tight frame with bound
3 and that

κ1(m,n) = eπi(m+2n)m/3, κ2(m,n) = eπin(2m+n)/3.

Theorem 1.2. The system composed of f and of

3−1/2
(
Mm Tn/3 f + κ1(m,n)M−m−n Tm/3 f + κ2(m,n)Mn T(−m−n)/3 f

)
(1.4)

for m ≥ 0, n > 0 is a tight frame with bound 1 if and only if for k = 1, 2 and for
all m,n ∈ Z 〈

f , µ(A)kM3m Tn f
〉

= 0, (1.5)

where µ(A) is the image under the metaplectic representation of symplectic matrix

A =
[

0 − 1
3

3 −1

]
. (1.6)

In Section 2 we describe necessary notions, assumptions, and the equivalence
yielded via the metaplectic representation. Then in Sections 3 and 4 we give the
proof of Theorem 1.2 whose first part (Section 3) relies on the decomposition of
the operators M1 and T1/3 in the direct integral and the structure of operator
µ(A) up to some almost nowhere vanishing function, while the second (Section
4) consists of computation of frame operator W of system (1.4) and uses some
combinatorial argument mimicking to some extent P. Auscher’s approach1 with
summing up over orbits of B action together with the obtained in the previous
section structural property of µ(A) that yields independence of the expansions with
respect to (M3m Tn µ(A)k)m,n∈Z,k=0,1,2 and validity of characterization condition
(1.5). In the conclusion of Section 4 we give a parametrization of the set of functions
satisfying condition (1.5) to demonstrate that it is not empty and Theorem 1.2 is
not void.

2. Preliminaries

N,Z,R,C are respectively the set of all natural, integer, real, and complex numbers.
Let {x} for x ∈ R be a fractional part of x. The set of all matrices k × k with real
entries is Mk(R). The general linear group is the subset of invertible matrices in
Mk(R) being denoted by GL(k,R) and the special linear group being its subset
with determinant 1 by SL(k,R). The symplectic group of all matrices preserving
standard non-degenerate skew–symmetric form σ : R2k × R2k → R is denoted
by Sp(k,R). Note that Sp(k,R) ⊂ GL(2k,R) ⊂ M2k(R) and that Sp(1,R) =
SL(2,R). The group of unitary matrices in Cn shall be denoted by U(n).
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Note also that for k = 1 form σ is defined by σ(x, y) = 〈x,J y〉, where

J =
[

0 1
−1 0

]
.

Lp(X,F ) is the linear space of p-integrable/essentially bounded/measurable F -
valued functions on measurable space X depending on whether 1 ≤ p <∞, p =∞,
or p = 0. If F is a finite–dimensional Banach space equipped with norm ‖ · ‖F ,
space Lp(X,F ) for 1 ≤ p < ∞ is endowed with the natural norm ‖s‖Lp(X,F ) =(∫
X
‖s(x)‖pF dx

)1/p and ‖s‖L∞(X,F ) = ess sup ‖s(x)‖F . For convenience, we shall
also use the notation L0(X,F ) when F is just a subset of the linear space, e.g.
L0(X,U(3)). If F is a Hilbert space, L2(X,F ) is a direct integral of Hilbert spaces
and if Ξ : L2(R) → L2(X,F ) is a Hilbert space isomorphism, bounded operator
Q : L2(R)→ L2(R) is decomposable in this direct integral if

Ξ[Q] := ΞQΞ−1 ∈ L∞( X, End(F ) ). (2.1)

In the capacity of isomorphism between L2(R) and the appropriate direct integrals
we shall be using mappings based on Zak Transform and Piecewise Zak Transform.12

13 14 25 26 The notions of decomposability and direct integral are far more general
than the definition presented here, but for our purposes the above formulation
suffices and we defer the interested reader to the monographs dealing with the
topic.18 15 8

One-dimensional Heisenberg group H1 (Ref. 7 p. 19, Ref. 10 Definition 9.1.2) is
the set R2 ×R equipped with the multiplication ◦:

(p, q, t) ◦ (p′, q′, t′) = (p+ p′, q + q′, t+ t′ +
1
2

(pq′ − qp′)).

For a symplectic matrix A ∈ Sp(1,R) = SL(2,R) a symplectic map αA(p, q, t) =
(p′, q′, t), where (

p′

q′

)
= A

(
p

q

)
,

is an automorphism of H1 (Ref. 7, Theorem 1.22, p. 21).

Fourier transform F : L2(R)→ L2(R) is a unitary operator defined as

F f(ξ) =
∫

R

f(x) e−2πixξ dx,

Unitary operators Tp and Mq in L2(R), called translation and modulation respec-
tively, are defined for p, q ∈ R as

Tph(x) = h(x− p), Mqh(x) = e2πiqxh(x), for any h ∈ L2(R).

One-dimensional Schrödinger representation ρS – a unitary representation of H1 in
L2(R) – is defined as (Ref. 10, Example 9.2.1 p. 182, see also Ref. 7, Sec. 1.3, p. 19)

[ρS(p, q, t)f ](x) = e2πit eπipqMq T−p .
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For convenience we shall sometimes use

t :=
(
t

ω

)
, a :=

(
a

b

)
, a′ :=

(
a′

b′

)
, p :=

(
p

q

)
, p′ :=

(
p′

q′

)
.

The representations ρS and ρS ◦αA are equivalent and the equivalence is established
by the operator µ(A), where the map µ : Sp(1,R)→ U(L2(R)) is a double-valued
unitary representation of Sp(1,R) called metaplectic representation (Ref. 7, Sec.
4.2, pp. 177-179).

Lemma 2.1. For any symplectic matrix A let B = JAJ−1 and a′ = Ba. Then

e−πia
′b′ Ma′Tb′ = e−πiab µ(A) Ma Tb µ(A)−1.

Proof. Let p′ = Ap,a = Jp,a′ = Jp′. From the equivalence explained above7

we obtain

µ(A) eπipqMq T−p µ(A)−1 = eπip
′q′Mq′ T−p′

and

e−πiab µ(A) Ma Tb µ(A)−1 = e−πia
′b′Ma′ Tb′ ,

where B = JAJ−1 as required.

Corollary 2.1. In the notation of Theorem 1.2:

κ1(m,n) M−m−n Tm/3 = µ(A) Mm Tn/3 µ(A)−1 ,

κ2(m,n) Mn T(−m−n)/3 = µ(A)2 Mm Tn/3 µ(A)−2.

Proof. Let us define the consecutive elements of the orbit under action of B =
JAJ−1 as: (

mi
ni
3

)
= Bi

(
m
n
3

)
, (2.2)

As

B =
[
−1 −3

1
3 0

]
B2 =

[
0 3
− 1

3 −1

]
,

we have that (
m1
n1
3

)
=
(
−m− n

m
3

)
,

(
m2
n2
3

)
=
(

n
−m−n

3

)

Let us denote κ
(
a

b

)
= e−πiab and verify that

κ

(
m
n
3

)
= e−πimn/3, κ

(
m1
n1
3

)
= e−πi(−m−n)m/3, κ

(
m2
n2
3

)
= e−πin(−m−n)/3
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Since

κ

(
mi
ni
3

)
Mmi Tni/3 = κ

(
m
n
3

)
µ(A)i Mm Tn/3 µ(A)−i,

and the assertion is valid if we assume

κi(m,n) = κ

(
mi
ni
3

)
κ

(
m
n
3

)−1

.

So we have

κ1(m,n) =
eπi(m+n)m/3

e−πimn/3
= eπi(m+2n)m/3, κ2(m,n) =

eπi(n(m+n)/3)

e−πimn/3
= eπin(2m+n)/3 .

Matrix A from (1.6) is easily seen to be decomposable into the metaplectic
representation generators as

A =
[

0 1
−1 0

] [
1 0
− 1

3 1

] [
0 1
−1 0

] [
1 0
−3 1

]
.

Then its image under the metaplectic representation is

µ(A) = FN−1/3FN−3,

where Ncf(x) = e−2πicx2
f(x) (cf. Ref. 7, pp. 178–179).

Let C be positive. A sequence of vectors (xn)n∈I ⊂ H for a countable set I,
where H is a separable Hilbert space, is a tight frame for H with the bound C if for
all x ∈ H ∑

n∈I
| 〈x, xn〉 |2 = C‖x‖2H. (2.3)

Fixed the sequence of vectors (xn)n∈I such that
∑
n∈I | 〈x, xn〉 |2 ≤ C‖x‖2, the

frame operator for this sequence is defined by

Sx =
∑
n∈I
〈x, xn〉xn (2.4)

for all x ∈ H. Note that the frame is tight with bound C if and only if S = CId.
Further, if S = Id, the underlying system (xn)n∈I is an orthonormal basis if and
only if all xn’s are of unit norm.

Let Z : L2(R)→ L2([0, 1)2) be the Zak transform with the parameter 1 defined
as:

Zf

(
t

ω

)
=
∑
n∈Z

f(t− n) e2πinω

with the following quasi-periodicity properties:

Zf

(
t+ 1
ω

)
= e2πiωZf

(
t

ω

)
, Zf

(
t

ω + 1

)
= Zf

(
t

ω

)
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and the diagonalization properties for operators M1 and T1:

Z[M1f ]
(
t

ω

)
= e2πitZf

(
t

ω

)
, Z[T1f ]

(
t

ω

)
= e−2πiωZf

(
t

ω

)
.

For the detailed discussion of properties and applications of Zak transform see, for
instance, Ref. 12 - 14, 25, 26.

3. Decomposition of operators

Let X = [0, 1
3 ] × [0, 1] and let us introduce Piecewise Zak Transform26 27 Φ :

L2(R) → L2(X,C3) to be the Hilbert space isomorphism such that f ∈ L2(R) is
mapped to function Φf on X whose value at t ∈ X is given by

Φf
(
t

ω

)
=
[
Zf

(
t

ω

)
, Zf

(
t+ 1

3

ω

)
, Zf

(
t+ 2

3

ω

) ]
.

The goal of this section is to gain some information about the structure of opera-
tor µ(A), studying Φ[µ(A)], cf. (2.1).To this aim we define a transformation of X
denoted by D as:

D

(
t

ω

)
=
(

1
3{−3t− ω + 1/2}

{3t}

)
. (3.1)

It is easy to see that D is of third order i.e. D3 = IdX.

Lemma 3.1. For matrix A defined in (1.6) and transformation D defined above
there exists family of unitary operators J ∈ L0(X, U(3)) and nonvanishing function
L : X→ C∗ such that for any f ∈ L2(R) and for almost all t ∈ X

Φ[µ(A)f ]
(
t

ω

)
= L

(
t

ω

)
J

(
t

ω

)
Φf
(
D

(
t

ω

))
.

Proof. Let us prove first that the operator J(·)Φ[·](D·) on the right hand side of
the assertion establishes the same equivalence as the operator µ(A) in Lemma 2.1.
We will verify it only on the generators M1 and T1/3. To see that it is enough we
shall argue by means of the expression of representation operators in terms of ρ.
Let us assume that for some operator K acting on L2(R) we have that

K ρ(0, 1, 0) K−1 = ρ(− 1
3 ,−1, 0), K ρ(− 1

3 , 0, 0) K−1 = ρ(0,−1, 0).

Now, notice that for any cyclic group generated by (α, β, 0) ∈ R2 × {0}:

ρ(α, β, 0)m = ρ(mα,mβ, 0).

So

ρ(0,m, 0) = ρ(0, 1, 0)m, ρ(−n3 , 0, 0) = ρ(− 1
3 , 0, 0)n, and ρ(− 1

3 ,−1, 0)m = ρ(−m3 ,−m, 0).

Thus, we have

K ρ(0,m, 0) K−1 = [K ρ(0, 1, 0) K−1]m = ρ(− 1
3 ,−1, 0)m = ρ(−m3 ,−m, 0)
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K ρ(−n3 , 0, 0) K−1 = [K ρ(− 1
3 , 0, 0) K−1]n = ρ(0,−1, 0)n = ρ(0,−n, 0).

We also have for the product of such elements that

K ρ(−n3 ,m,−
mn
6 ) K−1 = [K ρ(−n3 , 0, 0) K−1] [K ρ(0,m, 0) K−1] =

= ρ(0,−n, 0) ρ(−m3 ,−m, 0) = ρ(−m3 ,−m− n,−
mn
6 )

As the cyclic factors at the both sides cancel, we established

K ρ(−n3 ,m, 0) K−1 = ρ(−m3 ,−m− n, 0) .

Expressing this in terms of the operators M and T , we get

K κ

(
m
n
3

)
MmTn/3 K−1 = κ

(
−m− n

m
3

)
M−m−nTm/3.

or

K MmTn/3 K−1 = κ1(m,n) M−m−nTm/3 .

Hence, we demonstrated that it is enough to prove the equivalence on generators
as the validity for the whole system follows.

To show that it does hold on the generators, we shall analyze first the image
of operators M1 and T1/3 under mapping Φ, i.e., Φ[M1] and Φ[T1/3] The closer in-
spection below shows that both images belong to L∞(X, End(C3)) so both original
operators are decomposable in the direct integral L2(X,C3) (cf. Ref. 18, section I.6
p. 51, also Ref. 15, sec. 4.5 and Ch. 8).

For operator M1 one finds that

Φ[M1f ]
(
t

ω

)
=
[
e2πitZf

(
t

ω

)
, e2πi(t+ 1

3 )Zf

(
t+ 1

3

ω

)
, e2πi(t+ 2

3 )Zf

(
t+ 2

3

ω

)]
,

and its matrix in the direct integral is diagonal:

Φ[M1]
(
t

ω

)
=

 e2πit 0 0
0 e2πi(t+ 1

3 ) 0
0 0 e2πi(t+ 2

3 )

 .
By the similar argument for T1/3 its matrix is:

Φ[T1/3]
(
t

ω

)
=

 0 0 e−2πiω

1 0 0
0 1 0

 .
With the notation:

α = e−2πiω, α′ = e−2πiω′ , β = e2πit, β′ = e2πit′ ,

γ = β′β, λ = eπi/3,

(
t′

ω′

)
= D

(
t

ω

)
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let us define unitary operator J
(
t

ω

)
∈ U(3) by

J

(
t

ω

)
= 3−1/2

 1 β β
2

λ5γ λ3γβ λγβ
2

λ2γ2 λ4γ2β γ2β
2

 .
In the above notation

Φ[M1]
(
t

ω

)
=

β 0 0
0 λ2β 0
0 0 λ4β

 , Φ[T1/3]
(
t

ω

)
=

0 0 α
1 0 0
0 1 0

 ,

Φ[ λ M−1T1/3 ]
(
t

ω

)
=

 0 0 λβα

λ5β 0 0
0 λ3β 0

 .
By some calculations one can convince oneself that J(·) satisfies

J

(
t

ω

)
Φ[ M1 ]

(
D

(
t

ω

))
= Φ[ λ M−1T1/3 ]

(
t

ω

)
J

(
t

ω

)
.

J

(
t

ω

)
Φ[ T1/3 ]

(
D

(
t

ω

))
= Φ[ M−1 ]

(
t

ω

)
J

(
t

ω

)
.

Indeed, the left hand side of the first identity is:

J

(
t

ω

)
Φ[M1]

(
t′

ω′

)
= 3−1/2

 β′ λ2β′β λ4β′β
2

λ5γβ′ λ5γβ′β λ5γβ′β
2

λ2γ2β′ γ2β′β λ4γ2β′β
2


and the right hand side of the first identity is:

Φ[ λ M−1T1/3 ]
(
t

ω

)
J

(
t

ω

)
= 3−1/2

λ3γ2βα λ5γ2β
2
α λγ2β

3
α

λ5β λ5β
2

λ5β
3

λ2γβ λ6γβ
2

λ4γβ
3

 .
To assert their equality we use the identity λ3γ3α = 1.

Then the left hand side of the second identity is:

J

(
t

ω

)
Φ[T1/3]

(
t′

ω′

)
= 3−1/2

 β β
2

α′

λ3γβ λγβ
2
λ5γα′

λ4γ2β γ2β
2
λ2γ2α′


and the right hand side of the second identity is:

Φ[M−1]
(
t

ω

)
J

(
t

ω

)
= 3−1/2

 β β
2

β
3

λ3γβ λγβ
2
λ5γβ

3

λ4γ2β γ2β
2
λ2γ2β

3

 .
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To assert their equality we use the identity α′ = β
3
. Note that the identities α′ = β

3

and λ3γ3α = 1 imply that {ω′} = {3t} and 1
3{3t

′} = 1
3{3(−t− ω/3 + 1/6)}, which

is just a form of D.
Currently, we have proved that the operator J(·)Φ[·](D·) on the right

hand side of the assertion establishes equivalence between Φ[MmTn/3](t) and
Φ[κ1(m,n)M−m−nTm/3](t). The same property has the operator Φ[µ(A)](·). Hence,
to conclude the proof we need some type of uniqueness and this indeed holds. Ob-
serve that the representation ρS |(−n/3,m)m,n∈Z is a direct integral of irreducible
and non-equivalent representations. To see that, let us argue that the system of
operators (Φ[MmTn/3](t))m,n∈Z forms for each t ∈ X an irreducible representation
in C3 and that for different t’s the central operators, namely (Φ[M3mTn])m,n∈Z,
are represented as scalar multiples of identities.

Now consider the homomorphisms Z2 3 (−n, 3m) → Φ[M3mTn](t). Formally
we should consider them as homomorphisms of Heisenberg group, but the subgroup
((−n, 3m, 0))n,m∈Z is abelian and isomorphic to Z2. Note that the homomorphisms
differ for different t’s. It follows thence that these irreducible representations are
non-equivalent.

Such representations, i.e. direct integrals of irreducible and non-equivalent rep-
resentations have an important property namely the uniqueness of the equivalence
operator up to the nonvanishing scalar function indexed by the domain of direct
integral decomposition. For two equivalent representations π and π′ of the set S let
us call the operator K such that Kπ(s) = π′(s)K for all s ∈ S their equivalence
operator. By Schur’s lemma the equivalence operator of two finite-dimensional irre-
ducible representations is unique up to multiplication by a constant. Note further
that if any (and hence both) representation is a direct sum of non-equivalent irre-
ducible finite-dimensional components, the equivalence operator is also unique but
up to multiplication by certain nonvanishing function on the index set of direct sum.
By the similar argument we get this property for the direct integrals of (almost all)
non-equivalent irreducible finite-dimensional representations. Par force it holds for
the representations ρS |(−n/3,m)m,n∈Z and ρS |(A(−n/3,m))m,n∈Z. So their equiv-
alence operator is unique up to multiplication by the nonvanishing scalar function L
on X and as we found two of them: Φ[µ(A)] and J(·)Φ[·](D·), the assertion follows.

One could try to prove the formula

Φ[FN−1/3FN−3f ]
(
t

ω

)
= L

(
t

ω

)
J

(
t

ω

)
Φf
(
D

(
t

ω

))
directly i.e. without the reference to the representation theory, but it does not seem
easy.

Note that almost all points in X have three-element orbits under the action of
D and this set can be decomposed into three disjoint subsets which are permuted
by D-action. Let us denote one of these sets by Y and introduce isomorphism



September 16, 2010 14:21 WSPC/WS-IJWMIP 2011-1-7

Wilson System 11

Ψ : L2(R)→ L2(Y,C9) defined by

Ψ
(
t

ω

)
=
(

Φ
(
t

ω

)
, Φ

(
D

(
t

ω

))
, Φ

(
D2

(
t

ω

)) )

and by Ψ[Q] we denote an operator ΨQΨ−1. Operators decomposable in the direct
integral L2(X,C3) related to Φ will be also decomposable in L2(Y,C9) related to
Ψ, but it is also so for the operators of the form described in Lemma 3.1. From
Lemma 3.1 we infer that

Ψ[µ(A)]
(
t

ω

)
=

 0 0 L2J2

L0J0 0 0
0 L1J1 0

 , (3.2)

where entries are 3 × 3 submatrices and Js

(
t

ω

)
= J

(
Ds

(
t

ω

))
, Ls

(
t

ω

)
=

L

(
Ds

(
t

ω

))
and D0 := IdX. Analogously,

Ψ[µ(A)2]
(
t

ω

)
=

 0 0 L1L2J1J2

L2L0J2J0 0 0
0 L0L1J0J1 0

 . (3.3)

Now we shall develop a combinatorial argument based to some extent on P.
Auscher’s approach.1 Using this argument and the form of Ψ[µ(A)], we shall in-
fer the assertion.

4. Proof of Theorem 1.2.

We shall analyze the orbit structure of system (1.4) to see how it translates into
the representation structure of its frame operator.

Proof. Let mi, ni for i = 1, 2 be defined as in (2.2). Note that system (1.4) consists
of f and the vectors

3−1/2
2∑
i=0

κi(m,n)MmiTni/3f,

where κ0(m,n) = 1, m0 = m, n0 = n.



September 16, 2010 14:21 WSPC/WS-IJWMIP 2011-1-7

12 Piotr Wojdy l lo

Frame operator W of system (1.4) multiplied by 9 equals to

9 W =

= 9 〈 · , f〉 f +
∑

m≥0,n>0

3

〈
· ,

2∑
i=0

κi(m,n)MmiTni/3f

〉
2∑
j=0

κj(m,n)MmjTnj/3f =

= 9 〈 · , f〉 f +
∑

(m,n) 6=(0,0)

〈
· ,

2∑
i=0

κi(m,n)MmiTni/3f

〉
2∑
j=0

κj(m,n)MmjTnj/3f =

(4.1)

=
∑

m,n∈Z

〈
· ,

2∑
i=0

κi(m,n)MmiTni/3f

〉
2∑
j=0

κj(m,n)MmjTnj/3f =

(4.2)

=
2∑
i=0

2∑
j=0

∑
m,n∈Z

〈
· , κi(m,n)MmiTni/3f

〉
κj(m,n)MmjTnj/3f =

(4.3)

=
2∑
i=0

2∑
j=0

∑
m,n∈Z

〈
· , µ(A)iMmTn/3 µ(A)−if

〉
µ(A)jMmTn/3 µ(A)−jf .

Equality (4.1) follows from the fact that the function〈
· ,

2∑
i=0

κi(m,n)MmiTni/3f

〉
2∑
j=0

κj(m,n)MmjTnj/3f

is constant on the orbits of B action and we switch from summing its values over
the orbit representatives to summing over all orbit elements. From bijectivity of B
follows

∀h∈L2(R)

∑
m,n∈Z

2∑
i=0

|
〈
h, MmiTni/3 f

〉
|2 ≤ 9 ‖h‖2, (4.4)

which, combined with Cauchy–Schwarz inequality, justifies the interchange of sums
in (4.2). Hence also boundedness of operator W follows. Equality (4.3) follows again
from Corollary 2.1.

In the next step we shall use Janssen’s Representation Theorem (Ref. 14, sec.
1.4.1), from which one has that∑

m,n∈Z

〈
· ,MmTn/3f1

〉
MmTn/3f2 = 3

∑
m,n∈Z

〈f2,M3mTnf1〉 M3mTn, (4.5)

at least in the weak sense. In the original formulation condition (A) is assumed,
being however possible to relax in the present argument as it holds at least for
a dense subspace in L2(R) (or, more precisely, for the Cartesian product of such
subspaces, since we consider the weak convergence) and it is all we ask for.
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So from (4.3) we obtain that

9 〈Wh1, h2〉 =

=
2∑
i=0

2∑
j=0

∑
m,n∈Z

〈
h1 , µ(A)iMmTn/3 µ(A)−i f

〉 〈
µ(A)jMmTn/3 µ(A)−jf, h2

〉
=

=
2∑
i=0

2∑
j=0

∑
m,n∈Z

〈
µ(A)−ih1 , MmTn/3 µ(A)−i f

〉 〈
MmTn/3 µ(A)−jf, µ(A)−jh2

〉
.

By (4.5) applied for hi from the dense subspace of L2(R) one gets

9 〈Wh1, h2〉 =

= 3
2∑
i=0

2∑
j=0

∑
m,n∈Z

〈
µ(A)−jf,M3mTn µ(A)−i f

〉 〈
M3mTnµ(A)−ih1 , µ(A)−jh2

〉
=

= 3
2∑
i=0

2∑
j=0

∑
m,n∈Z

〈
f, µ(A)jM3mTn µ(A)−i f

〉 〈
µ(A)jM3mTnµ(A)−ih1 , h2

〉
=

= 3
2∑
i=0

2∑
j=0

∑
m,n∈Z

〈
f , M3mjTnj µ(A)j−if

〉 〈
M3mjTnj µ(A)j−ih1 , h2

〉
.

Certainly, B is a bijection of Z× 1
3Z. Thus,

9 〈Wh1, h2〉 = 3
2∑
i=0

2∑
j=0

∑
m,n∈Z

〈
f , M3mTn µ(A)j−if

〉 〈
M3mTn µ(A)j−ih1 , h2

〉
=

= 9
2∑
k=0

∑
m,n∈Z

〈
f , M3mTn µ(A)kf

〉 〈
M3mTn µ(A)kh1 , h2

〉
and by density in L2(R) of the subspace from which hi’s come

W =
2∑
k=0

∑
m,n∈Z

〈
f,M3mTn µ(A)kf

〉
M3mTn µ(A)k .

Or, alternatively, by renumerating the terms

W =
2∑
k=0

∑
m,n∈Z

〈
f, µ(A)kM3mTn f

〉
µ(A)kM3mTn .

Having done this, we are in position to complete the proof. Indeed, from formulae
(3.2) and (3.3) we find that

Ψ[W ] =


f0

0 Id f1
1L1J1 f2

2L1L2J1J2

f2
0L2L0J2J0 f0

1 Id f1
2L2J2

f1
0L0J0 f2

1L0L1J0J1 f0
2 Id

 (4.6)
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where Js, Ls are as in (3.2) and (3.3),
(
ts
ωs

)
= Ds

(
t

ω

)
and

fks

(
t

ω

)
= Φ

 ∑
m,n∈Z

〈
f, µ(A)kM3mTn f

〉
M3mTn

( ts
ωs

)
=

∑
m,n∈Z

〈
f, µ(A)kM3mTn f

〉
e2πi ·(3mts−nωs),

but also

Ψ[IdL2(R)] =

 Id 0 0
0 Id 0
0 0 Id

 .
Since Ψ is an isomorphism, we have

W = IdL2(R) ⇔ Ψ[W ]
(
t

ω

)
= Ψ[IdL2(R)]

(
t

ω

)
for almost all

(
t

ω

)
∈ Y.

As Ls are non-vanishing functions of their arguments, the off-diagonal terms in (4.6)
are 0 only if fks themselves are 0 for k 6= 0. Thus, all functions fks should be constant
and equal identically to 0 on Y for k 6= 0 or, equivalently, fk0 should equal 0 on X
for k 6= 0. The functions e2πi·(3mt−nω) form an orthonormal basis of characters on
X. Since the Fourier series of fk0 ’s are l2-convergent and their Fourier coefficients
are

〈
f, µ(A)kM3mTn f

〉
, we obtain that〈
f, µ(A)kM3mTn f

〉
= 0 for k 6= 0 .

Similarly, the condition for k = 0 being that f0
s is constant and identically 1 on Y is

equivalent to f0
0 being identically 1 on X and equivalent to 〈f,M3mTnf〉 = δm0 δn0 .

This condition though is exactly the Wexler-Raz identity19 and is equivalent to the
condition that

(
Mm Tn/3 f

)
m,n∈Z

is a tight frame with bound 3. Hence, (1.5) is
equivalent to W = IdL2(R).

Corollary 4.1. Condition (1.5) holds if and only if for almost all t ∈ X the system(
Φf(t), J(t) Φf (Dt) , J(t) J (Dt) Φf

(
D2t

) )
(4.7)

is an orthonormal basis for C3.

Proof. Applying Theorem 12.2.4 27 with p = 1, q = 3, r = 1, we infer that because
(MmTn/3f)m,n∈Z is a tight frame and ‖f‖L2(R) = 1, it follows that ‖Φf(t)‖C3 = 1
and so only the orthogonality remains to be shown.

By unitarity of Z the characterization condition (1.5) is equivalent to〈
Z[µ(A)kM3mTn f ]

(
t

ω

)
, Zf

(
t

ω

) 〉
L2(X)

= 0 for all m,n ∈ Z ,
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which, in turn, is equivalent to〈
Φ[µ(A)kf ](t), Φf(t)

〉
C3 = 0 for almost all t ∈ X .

From Lemma 3.1 we obtain that for almost all t ∈ X

L(t) 〈 J(t) Φf (Dt) , Φf(t) 〉 = 0 ,

L(t)L(Dt)
〈
J(t) J (Dt) Φf

(
D2t

)
, Φf(t)

〉
= 0 .

From unitarity of µ(A) it also follows that for almost all t ∈ X

L(t)L(t)L(Dt)
〈
J(t) J (Dt) Φf

(
D2t

)
, J(t) Φf (D(t))

〉
= 0 .

Since L(t) is almost nowhere vanishing, the assertion follows.

Remark 4.1. It is easily seen by Corollary 4.1 that if we define atom f via

Ψf(t) =
(
V (t) e1, J(t)−1 V (t) e2, J (Dt)−1

J(t)−1 V (t) e3

)
where (e1, e2, e3) is a standard basis of C3 and V ∈ L0(Y, U(3)), condition (4.7)
holds and vice versa - all atoms satisfying (4.7) are of this form. Hence, the set of
atoms satisfying (1.5) is in 1− 1 correspondence with L0(Y, U(3)).

In case of the classical Wilson system also all atoms f satisfying the char-
acterization condition are in 1 − 1 correspondence with L0 (Y2, U(2)), where
X2 =

[
0, 1

2

]
× [0, 1], B2 : X2 → X2 defined by B2(t, ω) = (t, 1−ω) and Y2 = X2/B2

is the set of representatives of orbits under B2 action.
The appropriate characterization condition is (cf. Ref. 23 (20)):

Z2f(t, ω) Z2f(t+ 1
2 , 1− ω) = Z2f(t+ 1

2 , ω) Z2f(t, 1− ω) (4.8)

where Z2f(t, ω) = 21/2
∑
n∈Z

f(2(t− n)) e2πinω

and it is equivalent to 〈 Φf(t, ω), J(t, ω) Φf(B2(t, ω)) 〉C2 = 0 for almost all

(t, ω) ∈ X2, where Φf(t, ω) = [Z2f(t, ω), Z2f(t+ 1/2, ω)] and J(t, ω) =
[

0 1
−1 0

]
for

all (t, ω) ∈ X2.
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6. H.G. Feichtinger, K. Gröchenig, D. Walnut, Wilson bases and modulation spaces, Math.
Nachr., 155 (1992) 7–17.

7. G.B. Folland, Harmonic analysis in phase space, Ann. of Math. Studies, Vol. 122,
(Princeton University Press, Princeton, 1989).

8. G.B. Folland, A course in abstract harmonic analysis, (CRC Press, Boca Raton, 1995).
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