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Exact controllability for nonlocal wave equations with
nonlocal boundary conditions

IMEN BENABBAS and DJAMEL EDDINE TENIOU (Algiers)

Abstract. We are interested in the controllability of nonlocal wave equations sub-
ject to nonlocal dynamical boundary conditions, where the nonlocality stems from integral
terms on the bulk and on the boundary of the domain considered. First, we establish, in
two geometric settings satisfying the geometric control condition (GCC), the internal ob-
servability of the corresponding local system using multipliers together with compactness-
uniqueness results. Then, we prove that under analyticity assumptions on the kernels, the
nonlocal system is also observable. Moreover, assuming the kernels are symmetric, the
spectral properties of our system and a result on simultaneous observability allow us to
show that, in a rectangular domain, the kernel on the bulk being analytic is enough for
the system to be observable.

1. Introduction. Let {2 be a bounded open domain of R", n > 2, with
boundary I' = I'* U I'? and let T > 0. We denote 27 = 2 x (0,T), I'} =
I'' x (0,T), I'* = I'> x (0,T). Consider the following nonlocal hyperbolic
problem:

(1.1)
Ofv — Av + S Ko(z,y)v(y,t)dy = w1 in Qp,
19
0fvr + 0, — Apvr + | Kp(&,Qur(¢,t)dl = wy, v=vp on I},
It
v=0 on F%,
\(U(O),UF(O)) = ( 0709“)? (8tv(0)78tvf(0)) = ( 17”}) in 2 I

We investigate the issue of controllability of system (|1.1)) in two different
geometric settings. Firstly, we analyse the case when (2 is a bounded domain
with a smooth boundary I" = I''UI'? such that I'', I'? are nonempty, closed
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and I'' N I'? = (). Secondly, we consider the case when 2 is a rectangular
domain in R”; here too we maintain the notation I'* for Ventcel’s part, which
consists of one side of the boundary, and I'? for Dirichlet’s part, that is, the
remaining sides of I'.

The initial state of the system is given by v°, v%, vl v}, and wy, wo
are the control functions that aim to steer, within finite time, system ((1.1)
toward a prescribed final state. We denote by 0, the normal derivative on I,
where v = (v1,...,14,) is the outward unit normal vector to I', and by Ap
the Laplace—Beltrami operator on I'. Depending on the regularity of the
solutions, vy is not necessarily the trace of v on I'!.

System describes the dynamics of a vibrating elastic body coated
with a thin layer of high rigidity. Compared with classical boundary condi-
tions, Ventcel’s conditions allow for interaction between the boundary and
the inside of the domain (2 by factoring into the total count of the energy
the contribution of the boundary to the kinetic and potential energies of
the system. We refer to [13] for a detailed derivation of dynamic boundary
conditions for the wave equation, as well as their physical interpretations.

The community of researchers has paid considerable attention to differ-
ent aspects of problems with these types of boundary conditions, from the
existence of solutions, to asymptotic behavior, controllability and so on. We
mention here the contributions in [12] 111 2} 23], 19, 4 [5 6], which are rele-
vant to our work. The novelty here is the spatial integral terms introduced in
both the wave equation and the Ventcel boundary condition. These nonlocal
terms reflect the fact that the value of the solution at a certain point x may
depend on its values at other points in space. They might also arise as a result
of linearizing nonlinear systems, as was seen in [20], where a Burgers-type
system with nonlocal viscosity was transformed, through linearization and
change of functions, into a heat equation involving an integral term.

System is said to be exact-controllable in time T > 0 if we can find
control functions (wy,ws) that will drive the solution from the initial state

(00, v}, v, v}) to the equilibrium

(v(T),0w(T)) = (0,0) in (2,
(vp(T), dpvr(T)) = (0,0) on I'.

Notice that we need to act on the system using two internal con-
trols. The control wy serves to kill the vibrations inside the domain (2, while
the control wy is for the vibrations of Ventcel’s boundary I''; see the final
remarks in [12].

To our knowledge, [10] is among the first works dealing with the control
of similar nonlocal systems, in which the authors have established, under
some analyticity assumptions on the kernel, the null controllability of lin-
ear nonlocal heat and wave equations with Dirichlet boundary condition. In

(1.2)
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the same direction, papers [7), [3 [I8] [20] focus mostly on the nonlocal heat
equation. It is important to note that to get controllability results, one needs
additional requirements on the kernels besides just being bounded. In fact,
unique continuation, crucial for controllability results, fails when no further
conditions are imposed on the kernels. This is evidenced by a counterexam-
ple proposed by P. Gerard and presented in detail in [3]. To fix this, some
solutions were advanced in the literature.

In [10], the authors considered an analytic kernel. The analyticity con-
dition allows them to use linear perturbation techniques to obtain the ob-
servability inequality for the wave equation. There is also [20], where the
one-dimensional nonlocal heat equation is proven to be controllable using
spectral analysis techniques, under the assumption that the kernel is sepa-
rable. In [3], the kernel is time-dependent, bounded, and assumed to have
exponential decay at the extrema of the time interval. The authors were able
to show the null controllability of the heat equation through Carleman es-
timates. All the works cited have the common feature of analyzing systems
subject to Dirichlet boundary conditions. As for nonlinear PDEs, we have
the recent papers [9, [14] [16] devoted to the analysis of their controllability
properties.

In this work, we assume that the kernels K¢, K belong to L?(§2 x £2),
L2(I' x I'') respectively, and satisfy the analyticity assumptions

y S Ko(z,y)f(z)de is analytic for all f € L?(£2),
2
(1.3) . . 9
Y — S Kr(z,y)g(x)dl'(z) is analytic for all g € L*(I).
Fl
This analyticity condition holds for instance for convolution kernels
Ko(z,y) = Ko(x —vy), Kr(z,y) = Kp(z — y) and for separable kernels
Ko(z,y) = Koi1(2)Kp2(y), Kr(z,y) = Kri(z)Kra(y) if the kernel is an-
alytic with respect to the variable y and bounded with respect to x. We
emphasize that no connection is assumed between K and K.

As is standard by now, we do not tackle the controllability problem di-
rectly. We exploit, in the framework of the Hilbert Uniqueness Method [17],
its equivalence to the observability problem for the adjoint system
(1.4)

OPu — Au+ S Ko(z,y)u(z,t)de =0 in Qp,
N
Ofur + 0yu— Apup + | Kr(¢,Qur(&,t)dl =0, u=ur on I7,
It
u=0 on F%,

(W(T),ur(T)) = (ug, uypr), (Ou(T), dpur(T)) = (up,upp) in 2x I
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Motivated by [10], this nonlocal system will be primarily viewed as a
perturbation of its local counterpart

Ofu— Au=0 in 27,

(1.5) O*ur + dyu— Arur =0, u=ur on I},
- u=0 on %

(u(0),ur(0)) = (u°,u%), (Ou(0),dur(0)) = (u',uk) in 2 x I

Then we need to prove an observability estimate for (see [10]), which
together with a compactness-uniqueness argument will yield the observabil-
ity inequality for (1.4]). To the best of our knowledge, there are no papers
in the literature addressing the distributed control of hyperbolic problems
with Ventcel-type conditions. We fill this gap by providing the proof for dis-
tributed observability of system in the two aforementioned geometric
settings. To this end, we begin by proving some energy estimates using mul-
tipliers; then a contradiction argument yields the desired results [24]. This
leads us to the reason behind our making the distinction between a bounded
domain with a smooth boundary and a rectangular one. In both cases, we
make use of the existing boundary observability results [12] 2]. However, for
a smooth domain, it is necessary to observe the whole boundary to recover
complete information on the state of the system, whereas in a rectangle,
observing a portion of the boundary does the trick.

We point out that, depending on the regularity of the solutions to (|1.4)
and the region of observation, the second analyticity hypothesis is not always
essential. In a smooth domain, since we are observing everywhere on Vent-
cel’s boundary, the first hypothesis in suffices to make system ob-
servable. On the other hand, without the second hypothesis, we do not have
unique continuation of the solutions to in a rectangular domain. This is
true for all kernels K¢, K lying respectively in L?(2x 2), L*(I'' xI'!). Yet
if we assume that these two are symmetric, we can still achieve observability
without the analyticity condition for K. We prove this by splitting our sys-
tem into two parts. One part is finite-dimensional and we get an observability
estimate using a Hautus-type test [22]. The other observability result follows
from the observability of the local system . Finally, we bring together
these two parts employing a result on simultaneous observability [22].

The outline of this paper is as follows. In Section 2, we introduce the
functional setup and prove well-posedness. In the three subsequent sections,
we first show that the local system is observable in finite time, in the
two geometries under consideration, and then we establish the same property
for the nonlocal problem ([1.4]).
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2. Functional setup and well-posedness. Let L?(£2), L?(I'!) be the
standard Lebesgue spaces equipped with the usual inner products and norms
denoted respectively by (-, ), (-, )1, |||l and ||-|| . We introduce the spaces
of functions

H = L*(2) x L*(I'Y),
V = {(u,v) € Hh(2) x BN v = ulpi},
where
HE(2) = {u € H'(2); ulp2 = 0).
These are Hilbert spaces endowed with the norms

)l = Vel dz + § ol ar

2 It
I o)} = § IVuPde + | [Vroldr
(0] I

where V denotes the boundary gradient on I

Hereafter, all the given facts are valid whether we are considering problem
in a regular bounded domain or in a rectangular one.

Define the linear differential operator Ag on ‘H by

—-A
(2.1) Ao <“1> — ( “ >
Us —Arus + 0,ug

with domain
D(Ap) = {(u1,uz) € V; Auy € L*(2), —Arug + dyus € L*(I')}.

This operator, called the Ventcel Laplacian, is self-adjoint and positive
on H, with compact resolvent (see [I1, Theorem 2.2] and [2]). Thus, it is diag-
onizable, with real positive eigenvalues ug, k € N*, satisfying limg_, o . =
oo and eigenvectors @i, k € N*| forming an orthonormal basis for H [22]
Proposition 3.2.12].

We also define the bounded operator By € L(H) by

o1\ _ [ —oKe(@,y)ei(y)dy
2 . <<P2) B <— S Kr(z,y)ea(y) dF(y))'

Setting V = (v,vr, 0w, Bor), Vo = (v°,0%, v, vk), system (1.1)) can be
written in the form of an abstract Cauchy problem in V x H,

0V =AV+BV+F, V(0)=1W,
where A is defined on V x H by

(2.3)  D(A) = D(Ag) x V, A<§) = (_AWO@), Y(®,¥) € D(A),
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B is a bounded operator on V x H such that

(2.4) B(dS) :( 0 ) (B, W) €V x H,

v By®

and FT = (0,0, wy, ws).

We already know that the operator A generates a strongly continuous
group on V x H [12 2]. Then, regarding B as a bounded perturbation of
the generator A, we deduce from [8, Theorem 1.3| that the sum A + B also
generates a strongly continuous group on V x ‘H. As a result, our system ([1.1)
is well-posed in the following sense:

(i) Given (v°,v%, vt 0L) € D(Ag) x V and (w1, ws) € L%*(0,T;V), there
exists a unique strong solution to (1.1]) such that
(v,vr) € C(0,T; D(Ag)) N CL0,T; V).
(ii) Given (v°,v%, 01, vk) € V x H and (w1, wq) € L?(0,T;H), there exists
a unique weak solution to (1.1]) such that
(v,vr) € C(0,T; V)N CH0,T;H).

Further, we will need the well-posedness of system with less regular
data belonging to H x V', where V' represents the dual of ¥V and we have
identified the space H with its dual. The solutions, in this case, are defined
through the transposition method. In fact, one can proceed as in [12 2] to
establish existence and uniqueness of solutions to such that

(v,vr) € C0,T;H) N CH0,T;V)

for all (v°,v%, vl vk) € H x V" and (w1, ws) € L2(0,T;H).

In what follows, we define on the dual space V' a norm that will come
useful later on.

It is clear that V C H densely. Moreover, identifying H with its dual, we
have

VoasH=H =V
with dense and compact injections. Define the operator A : V — V' such
that
(AU, V)yry :==a(U,V), VU = (u,ur),V = (v,vr) €V,
where a is the bilinear form
(2.5) a(U,V)=\Vu-Vode+ | Vroup VpvpdD = (U, V)y.
o} I

This operator is a bounded extension, onto V, of the operator Ay (see
(2.1)). The proof of this is detailed in [II]. Further, we can show that the
bilinear form a is bounded, symmetric and coercive, which implies that
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the operator A is an isometric isomorphism from V onto V'. Therefore, we
have

(2.6) (F,G)y = (A'F,A7'GQ)y, VF,GeV.

3. Observability of the local problem in a smooth domain.
Throughout this section, we work towards showing the internal observabil-
ity of the local problem in a bounded domain {2 with a sufficiently
smooth boundary (see Figure [1| below). This is an essential ingredient in the
proof of the same property for the nonlocal system . For that goal,
we recall that system is observable from the boundary I'. In [12],
the authors succeeded in establishing the exact boundary controllability of
systems similar to by acting on the whole boundary, Dirichlet’s and
Ventcel’s portions both included. This was done, under a suitable geometric
condition, employing an elaborate Carleman estimate. Here, we only recall
the final result, that is, the boundary observability inequality [12, Proposi-
tion 3.2].

From now on, we assume the following geometric condition on the bound-

ary I': there exists x¢ ¢ {2 such that
(3.1) (x —z0)-v(x) <0 forallzel,
. (z —xg) - v(x) >0 forall z eI

Before stating the boundary observation result of [12], we recall that the

energy of system (|1.5)),

1 1
E(t) = V(10w + [ Vul?) da+ 3 \ (10wur? + [Vrup?)dl, 0<t<T,
2 rt

is conserved throughout evolution.

Fig. 1. A smooth domain 2 where we are acting on I'' and on a neighborhood w of I"?
in £2.

Setting Ty = 2max {|z — zo| : = € 2}, under the geometric hypothe-
sis ([3.1) we have the following inverse inequality:
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PROPOSITION 3.1. Let T > Tp and let (u®,ul,ut,uk) € V x H. Then
there exists a constant ¢ > 0, independent of the initial data, such that the

solution to (1.5) satisfies
(32)  E(0)< c[ | (0url? + lurl?) dr dt + | [0,ul? dT dt].
Iy ry

Now, let w C 2 be a neighborhood of I'? in 2, that is, there exists a

neighborhood @ C R” of I'? such that w = O N £2. The main result of this
section is

THEOREM 3.2. Let T > Ty. Let w C £2 be a neighborhood of I'? in £2.
Then there exists ¢ > 0 such that

(3.3) @)+t ub) B < o | udzdt+ § jurldrdt)

wr rk
for all solutions to (1.5)) corresponding to initial data (uo,u(}) € H and
(ut,uk) e V.

We carry out the proof of Theorem [3.2]in three steps. First, we show that
estimate follows from another energy estimate satisfied by the solutions
to , whose initial configurations lie in V x H. This is provided by the first
of the following two lemmas. Then, we give an intermediate energy estimate
necessary for the actual proof of Theorem that comes in the third and
final step.

LEMMA 3.3. For (u®u%) € V, (ul,u}) € H, suppose there exists a

constant ¢ > 0 such that the corresponding solutions (u,ur) to (1.5)) satisfy
the estimate

(3.4) 1w} + I ub)F < e § 10w dedt+ | |duurf?arat).
wr I}

Then inequality (3.3)) holds for solutions to (1.5)) when the initial datum

(w0, ul, ut,utk) is in H x V.

Proof. Given (u’,u%) € H and (u',uk) € V', let (x,xr) € V be the
solution to the steady-state problem

()= ()

Since the associated bilinear form a (see (2.5))) is bounded, symmetric and
coercive, such a function exists in V' and is unique. Now, define

W(z,1) = <W’t> ) _ (St%u(w,s) ds — x(2) )

Yr(z,t) our(w,s)ds —xr(z)
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where (u,ur) is the solution to (1.5) with (u?, uOF) € H, (ul,uk) € V.
Integrating over time the first two equations of ([1.5]), and taking into account
the relations

Op(z,t) = u(x,t), Op(x,t) = Opu(x,t) in Or,
obr(z,t) = up(x,t), 02r(x,t) = dwur(z,t) on I},
we can see that (¢, ) € C%(0,T;V’) solves

(3.6)
RN _ (¥
(3t2¢r> a A<wr)7
=0 onI?
(¥(0),%r(0)) = =(x, xr), (9b(0),0pr(0)) = (u®,uf) in 2 x I

Considering that (y,xr) € V and (u°,u%) € H, problem (3.6) is well-posed
and

(3.5)

(w,%r) € C(0,T:V) N CH0, T H).
Thus, if we take into account hypothesis (3.4)), we obtain
(BT 106X+ 10 ud) B < o § 10wl dede+ | |or(>ar az),
wr rk
Recall that the norm on the dual V' is induced by the inner product ([2.6]),
which implies that
106 x5 = AT @l up) [ = [1(ut, up) |-
Plugging this into | -, the estimate becomes
(38) ! ub) B + 1 ud) B < el dwdt+ | Jurl? drd),
wr rk
where we have once more used (3.5)). =

As a consequence, we can focus on proving (3.4). To that end, we start
by establishing, using multipliers techniques and the observability inequality
provided in [12], the energy estimate given in the following lemma.

LEMMA 3.4. Let T > Ty. For (u%,u%) € V, (ut,uk) € H, solutions
(u,ur) to (T5) satisfy
3.9 E©0) <c | (10w + [uf) dedt + ¢ | (|0pur|* + [ur|?) dT dt,
wr r}

where c is a positive constant independent of the data (u®,u}) and (ul,uk).

Proof. Let € > 0 be such that T'— 2¢ > Tjy. Then a simple change of
variables 7 = %t +¢e, 0 <t <T,in the second integral on the right-hand



10 I. Benabbas and D. J. Teniou

side of (3.2) gives
T—e
(3.10) E0) <ec | (|0l + |uf)drdt+c | | |0ul”dl dt.
rk e I?
Define the function h € (C1(£2))" as follows:

h-v>0 onl,
h=v on I'?,
h=0 in (2\w)url!,

and the function n € C'([0,7T]) such that n(0) = n(T) = 0, n(t) = 1 in
(e,T —€). Thus, the function ¢(x,t) = n(t)h(x) satisfies

q(z,t) = v(z) on I'? x (¢,T — ¢),
q(x,t)-v(z) >0 on I' x (0,7),

q(x,0) =q(x, T) =0 in £,

q(z,t) =0 in (2\w)ulh) x(0,7).

Multiplying the wave equation in (1.5) by ¢ - Vu and integrating over {27,
we get

(3.11)
1 T
5 S q.1/|8,,u\2dfdt = [(8tu,q.Vu)Q]0 — S Owu 0yq.Vudx dt
rz Qr
1
+§ S div ¢ (|0sul® — |Vu|?) dz dt + S Vu ' VqVudz dt.
.QT QT

We note that this identity does not have any terms on I'" because the func-
tion g vanishes on that part of 2. Thanks to the properties of ¢, the identity
above leads to the inequality
T—e T—¢
(3.12) \ V1owufPdrde<c | § (10w +|Vul?) dz dt,
e 12 £ w
where ¢ > 0 is a constant depending only on q.

Next, we work on replacing the integral of the gradient Vu on the right-
hand side by that of u. To this end, let wy be a neighborhood of I'? such
that wg C w. Since the neighborhood w in is arbitrary, this estimate
remains valid for wg. Define the functions p € C*(§2), p € C1(2 x (0,T))
such that

p(r) =1 in wy,
(3.13) p(z)=0 in (2\w)Uul?
p(z) >0 in £,
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and p(x,t) = n(t)p(z). We multiply the first equation in (1.5) by pu and
integrate over {27 to find

| pIVul® dz dt

wT

= S p|Ou|? d dt + S Orpudru dx dt — S(Vp-Vu)uda:dt

wT wT wT
1
= S p|Ou|? dz dt + S 8tpu8tudxdt+§ S Aplul? dz dt.
wr wr wr

The properties of the function p together with the Young inequality en-
able us to see that the terms on the right-hand side of the identity above
can be bounded from above so that we have

T—e
| VIvufPdrat <c | (10wl® + |ul?) da dt.
£ wo wTr
Thus, using estimate for the neighborhood wy yields
T—e
\ V1o drde <c | (10w + u?) de dt.
e 2 wr

At this stage, we add the terms on F% to obtain

T—e
\ (00l + [uP)drdt+ |\ |9,ul?dl dt
rl e I?
<c | (10l + |u*) dedt + ¢ | (|0pul® + |uf?) dI" dt.
wr rk

Taking into account the inverse estimate ([3.10)), we conclude the proof. =

Now, it remains to remove the integrals of u over wr and I'r from in-
equality . In order to achieve this, we argue by contradiction and use
standard unique continuation results for the wave equation [I7, Theorem 8.1
and Lemma 8.1].

Proof of Theorem . Suppose that estimate (3.4)) does not hold. Then
there exists a sequence of initial data (ud,u%,,ul,ul. ) €V x H such that
the corresponding solutions to (|1.5)) satisfy

n( {100l do+ | |Opural? ar)
wr rk

< V(unl? + IVup ) dz + § (Jup* + [V ruf, )
2 Il



12 I. Benabbas and D. J. Teniou

We can assume without loss of generality that

(3.14) S(!uilz + |V |*) d + S (luppl® + [V rug,[?) dl = 1.
02 Ia!
Then
(3.15) nllngo( | 100l da + | \8tunn]2df> —0.
wr rl

Also, since the sequences (ug,u(}’n), (u%,u}n) are bounded in V and H
respectively, we can find subsequences such that
(ugau%,n) - (UO7UO’F) inV,
(uhub,) = (@hub) i
On the other hand, we know that solutions to (1.5)) with initial data
(ud,u%. ) €V, (ul,uk ) € H are bounded. Precisely,

n
(Un,ury) is bounded in L*°(0,T;V),
(Optp, Opury,) is bounded in L*°(0,T;H),
which implies that there exists a convergent subsequence such that
(Un,urn) A (u,ur) in L>°(0,75V),
(O, Opur,y) N (w,ar) in L=(0,T;H).

Then, for all (w,wr) € H, we also have

(3.16)

((unsurn), (w,wr))a = ((u,ur), (w,wr))u in D'(0,T),
(O, Opury), (w,wr))y — ((@,ar), (w,wr))y in D'(0,T).
Hence, the first convergence in together with uniqueness of the limit
yields

((Bein, Opury), (w,wr))y — ((Opu, Opur), (w,wr))y  in D'(0,T),
which in turn leads to
(3.18) (Opun, Dpurn) = (Opu, Opur)  in L(0,T;H).

Moreover, the boundedness in L*°-spaces along with the fact that V is com-
pactly embedded in H allows us to apply the Aubin—Lions Lemma, providing
a strongly converging subsequence

(3.19) (tUn, urn) — (u,up) in L2(0,T; L*(w) x LA(I')).

Applying the Banach—Steinhaus Theorem to the weak-star convergent se-
quence (Oyup, Orury,), we get, on account of ([3.15)),

(3.20) {@u =0 inwx(0,7),

(3.17)

Owur =0 on I'' x (0,T).
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Since (ug,u(}?n,u%,u}’n) €V x H, we have the solution U,, := (un,ury)
satisfying
O, + AU, =0 in L*(0,T;V),
or equivalently, for all W = (w,wp) € V we have
d
%(8tUn(t)7 W)H + G(Un(t), W) = 07

in the sense of D'(0,7T). Passing to the limit as n — oo, we see that in

D'(0,T) the limit U := (u,up) (3.16) satisfies
d
a(atU(t), W)y +a(U(t), W) = 0.

Hence, on account of (3.20)),

O2u— Au =0 in Or,
=0 I?

(3.21) Y on

Oyur — Arur =0 on Iy,

ou =20 in wp.

If we put v = d,u, we obtain the following equation in the sense of distribu-

tions:

v —Av=0 in Q.

However, we already know that v = 0 in wp, hence, by Holmgren’s Theorem
[17, Theorem 8.1 and Lemma 8.1], we obtain v = dyu = 0 on (2. Therefore,

turns into
—Au=0 in {2,
u=20 on I'?,
dyu—Aru=0 on I

Consequently, §, |[Vul? + {1 |[Vrul* = 0 and we deduce that

u=0 on (2.
Thus, we have
(Un,urn) — (0,0)  strongly in L?(0,T; L*(w) x L*(I')).

At this point estimate (3.9)) derived in Lemma applied to the sequence
(Un, ury), implies that the corresponding energy E;,(0) goes to 0 as n — oo,

in contradiction to (3.14). =

REMARK 3.5. We note that the two controls are equally needed to control
the dynamics of both the inside of the domain and Ventcel’s portion of the
boundary; see the final remarks in [I2]. The action in the neighborhood
w serves to dampen the vibrations inside the domain (2, and the action
on Ventcel’s boundary is needed to take care of its vibrations since we are
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dealing with dynamic boundary conditions. If we use just one control acting
only in the domain (2, then we get v = 0 in (2. This implies that d,u = 0
on I'', which means that the wave equation and Ventcel’s condition are no
longer coupled and we have nothing to control the wave on Ventcel’s part of
the boundary. On the other hand, if we have one control on the latter, it will
lead to ur = 0 on I'', and we lose the coupling between the inside and the
boundary. Hence, we obtain the wave equation with Dirichlet condition on
one part and Neumann condition on the other part of the boundary, with no
control to steer the evolution toward equilibrium. That is to say, we cannot
control the whole system with a single control.

4. Observability of the local problem (1.5) in a rectangular
domain. For simplicity, we consider problem in a two-dimensional
rectangle 2 = (0,1;) x (0,l2). In this case, we have Ventcel’s condition on
I't = (0,11) x {l2} and Dirichlet’s condition on the remainder of the bound-
ary I'? = 'Ly 122y 1?3 where I'*! = {0} x (0,12), I'*? = (0,11) x {0},
I'%3 = {11} x(0,15) as illustrated in Figure Let 7 represent the unit tangent
vector to I'! at the endpoints.

As in the preceding section, we begin by recalling a result on the bound-
ary observability of in the above geometry; it has been established in a
previous work [2], using Ingham’s type estimates. Under the geometric con-
trol condition of [I], the endpoint (0,l2) and the sides I'*! U I'>? make up
the observed region. Denote Tgo = 2(v/2 + 1)1/I2 + 412. Then we have the
following

THEOREM 4.1. Let (u®,u%) € V and (u',uk) € H. Then, for T > Tgry
there exists a constant ¢ > 0 such that the solution to (1.5)) satisfies

15 + 1l (', up) I3,

(4.1)  [(u®,uf)
T T
gc(g | |ayu(m,t)|2drdt+§|aTu(o,zz,t)|2dt).

0F2,1U['2,2 0

Let O C R? be a neighborhood of the observed region I'*' U I'?? U
{(0,15)}. We denote by w!, w? the intersections O N I't, O N §2, respectively;
consequently, w = w! Uw? is a neighborhood of I'** U I'*? U {(0,12)} in
Qurt

Our goal is to show that, starting from the boundary observability ,
we can prove the counterpart of Theorem [3.2] for rectangular domains. How-
ever, we point out that this time around we will not act everywhere on
Ventcel’s boundary. Observation on a small part of the latter suffices. In
fact, system is observable in any time 7" > Tg .
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wl Fl
la
2\ w?
F2’1 F2,3
w2
0 2.2 Iy

Fig. 2. A rectangular domain {2 where we are acting on w = w? U w", a neighborhood of
r>'ur*?u{(0,ls)}in Qur.

THEOREM 4.2. Given (u°,u}) € H and (u',uk) € V', for T > Try, the
corresponding solution of (1.5 satisfies

(42) N ud) B+ It ub) B < o § lu? dwdt+ | jurl? dr ),

2 1
W W

where w = w! Uw? is a neighborhood of I'*' UT'*2U{(0,13)} in QU and
c > 0 is a positive constant.

We invoke Lemma [3.3| as earlier, since it is more convenient to work
with regular data. It can be seen that the geometry under consideration is
not restrictive. We can follow the proof of the lemma with some changes,
stemming from the fact that we are observing a small part of I'! near the
point (0,12). So if one has

(43) (@ uP) P+ @ ub) B < o [ 0w dodt+ | [Opurf?dl dt)
wr wr
for data in V x H, one will have estimate (4.2]) as well for data belonging to

H x V. On account of this, we now focus on proving that inequality (4.3)
holds, and the first step toward this is the following.

LEMMA 4.3. Let T' > Tgr. Then there exists a positive constant ¢ > 0
such that the solution (u,ur) to (1.5) satisfies

(4.4) E(0) < c< { (00l + 1uf?) dedt + | (|9pul® + |u\2)drdt)
wr W
for all initial data (u®,u}) € V and (ul,u}l) € H.
Proof. Let ¢ > 0 be such that T'— 2¢ > Tgr . A change of variables in
the right-hand side of yields
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T—e T—e
(45 B0 <c | | o p)Pdldt+c | [0;u(0,12,t) dt.
e I2,1yr2.2 £
Let @ be a neighborhood of I'*' UI'*?U{(0,12)} in QUI' such that & C w.
We define the function p € C°°(§2) satisfying

p=1 onw,
p=0 on (RQUI)\w
p>0 on (2,
and let g(z,t) = p(x)n(t) for z € 2 and t € [0,T], where 7 is as in the proof

of Lemma Then, multiplying the first two equations in (1.5) by ¢ - Vu
and q-Vup respectively and integrating over {27 and I % leads to the identity

:

2

| =
O

T
q- V|8,,u\2 dl dt + % S S q.T]aTu|2 dodt = [(8tu(t),q . Vu(t))g]g
09r

o 1

T
+ [(Bu(t), q - Vur(t)) m]d — S S Oyu Opq - Vudx dt
0

oglnﬂ
ﬁL,:

T
1
Oudq - Vyudl dt + 58 Sdlvq (|0su)? — |Vul?) dz dt
00

1

T T
1
+ 53 | divpg(owl® — |Vrul?) dl dt+ | | Vu' VqVuda dt
0t 0
T T
- 1
+\ \ VrulVrgVirupdrde — 5& V- v(|0wl® = |Vru?) dI dt.
ort 0t

On the one hand, from the definition of ¢, we deduce

1 T—e 1 T—e
(46) V| lowufdrat+ 3 | 10u(0,15)* do dt
£ F2,lup2,2 £
17 17
< 58 Sq |, u*dl dt + 58 S q.7|07u)? do dt.
0rz 081!

On the other hand, since the derivatives dqy/dt, Oqx/Ox), are bounded, it is
clear that the terms on the right side of the identity above are all bounded
from above by the integrals
T T
c\ Vol + |VruP)drdt + c | | (|0suf* + | Vul?) dz dt.
0

0wl 2

w
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Together with estimate (4.6|) this gives

T—¢ T—¢

(4.7) % i |8,,u\2dfdt+% [ 10:u(0, 1) 2 dodt
e I21yr22 €
T—¢
<c | V(0w +|VruP)dr dt
e wl
T—e
+e | (owl? + 1Vul?) da dt.

£ w2

Now, since this inequality is true regardless of the choice of the neigh-
borhood w = w! Uw?, it is also true for a neighborhood wq = wé U wg such
that wy C w.

This time, we use the multipliers pu and pur where p(x,t) = ¥(z)n(t)
for x € 2 and t € [0, T]. The function 7 is as in Lemma and ¢ € C>(12)
is such that

=1 on wy,
=0 on (RUIMN\w
>0 on {2

We integrate by parts over {27 and F% respectively to obtain
T T
\\ pIvul?dzdt+ | | p|Vrul®drdt
0 0

w? wl

Oz.,:)q

€

T
=\ | plowul?drdt + |
0

1

T
plowl* dvdt + | | dupudpudl dt
0w

1

+ Ospulsu dx dt —

2

(Vp - Vu)udzdt

2

og/wﬂ Em‘,

w w

S Vrp-Vyu)udl dt

w

OL,aﬂ O — N

T T T
=\ { plowdrdt+\ | plow* dedt+ | | dpudeudl dt
0 0 0w

wl w2 1

T 17
+ S Orpudru dx dt + 3 S Aplul® dx dt
0 0

2 2

w w
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1 T
55 \ Ouplul®dr dt +

0wl

N | =

T
| Arplu?drde.
0w

1

We can readily show that there exists a constant ¢ > 0 depending on p such
that

T T
|\ pIVul? dedt +  \ p|Vrul®dr dt
0 w2 0wl
T T
<c| V(o + ) drdt+ | | (|0 + ul?) dz dt.
0wt 0 w2
Therefore,
T—¢ T—e
\ VIvulPdzat+ |\ |Vru?drat
5 wg 5 w[l)
T T
<c| V(0w + [u?)drdt + ¢\ | (|0wl® + ul?) da dt.
0 w! 0 w2
From this estimate and (4.7)), it follows that
1T—e 1T—€
3 P ]8Vu|2dfdt+§ | 10-u(0,12)* do dt
£ I"2,lu[’2,2 £
T T
<c| V(0w + [u?)drdt + e\ | (|0wl® + ul?) da dt.
0wl 0 w2

Finally, taking into account the inverse inequality (4.5 , we reach the con-

clusion (4.4). =

Proof of Theorem . Assume that estimate (4.3]) does not hold, so there
exists a sequence (ul,ul.,,uk,ul ) €V x H of initial data such that

(4.8) 1=\ (Ju),)* + [Vud [*) dx + | (Jup,|* + |V rul,,[*) dT
P rt
>n< S |0y | d + S |Opurp|? dF)

2

(.UT w

T

Following the proof of Theorem we find a subsequence (not renamed)
such that

(Un,ury) — (w,ur) in LQ(O,T; L2(w2) X L2(w1)).
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and

Ou=0 in w%,
Our =0 on w%p.

Passing to the limit in system (1.5]), as n — oo, we find that the limit (u, ur)
solves in the sense of distributions

OPu — Au =0 in (27,

Ou =0 in w2,

(4.9) O?ur + 0u — Aprur =0 on I},
Our =0 in wﬁ},

(u=20 on I"?.

Now, take v = dyu and vp = Gyup. Then (v, vp) satisfies in the distribu-
tional sense
0?v — Av =0 in 7,
ngp +0,v—Arvp =0 on F/Zl—v.

Asv=01in w%, Holmgren’s Theorem gives v = 0 in {2, which also implies
that d,v = 0. So the domain {2 and Ventcel’s portion of the boundary are
no longer coupled. Hence,

vp =0 in w%.

{ﬁfvp —Arvr=0 on F%,

Again, according to Holmgren’s Theorem, we get vy = 0 on I'!. Thus, (4.9)
becomes

—Au=0 in {2,
dyu—Aru=0 on I,
u=0 on I'?,

which yields « = 0 on §2. Furthermore, as n — oo in (4.4)), the energy E,(0)
goes to zero. However, E,,(0) =1 for all n € N. Thus, we have arrived at a
contradiction. m

5. The nonlocal wave system . Now, we are in a position to
prove the observability of the nonlocal system , in the two geometries
under consideration. We will do so using compactness-uniqueness arguments
as in [10]. First, we observe that, for any (u%, u%F) € H and (ul, u%pp) eV,
the solution to (1.4 can be written as the sum (u,ur) = (p + ¢,pr + qr)
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where the functions p and ¢ are solutions, respectively, to

(5.1)
OMFp—Ap=0 in Qr,
O¢pr +dup — Arpr =0, p=pr on I},
p=20 on Fi,%,

(p(T),pr(T)) = (up, u} 1), (Oep(T), 0pr(T)) = (up,wp p) in 2x I,

and

0fq — Aq+ § o Ko(z,y)q(@, t)dE
— o Ka(z,y)p(z, t)de in 2r,
52y Ot 0= Arar+ §p Kr(G. Oar(C Ol
= —§p Kr(¢.&)pr(¢,0)dl, ¢ = qr on T},
=0 on I'2,
(¢(T),qr(T)) = (0,0), (3q(T),0qr(T)) = (0,0) in 2x I

5.1. A smooth domain. We shall show system (1.4 is observable in
time 7' > Tp (cf. Theorem [3.2). In fact, we have the following

THEOREM 5.1. Let T > Ty. For all solutions to (1.4]) associated to final
data (uT,uT r) €EH, (ulT,u%ﬂF) € V', we have the estimate

(5.3) [1(uur) )|+ @yee, ur) O[3 < o § uf? dodt+ | ur | dr dt ).
wr r}

Proof. We know from Theorem 3.2 that the solutions to the homogeneous
problem ([5.1)) are observable in any time T > Ty, that is,

(5:4) Nk, uf I+ (b b )3 < o | pPdwdt+ | pri?drt).
wr ]“%

Using Young’s inequality, we have

(5.5) I, ur) ()15 + (G, Beur)(0) 3
< 2(/(p, pr) ()3, + [|(3ep, Depr) (0)[5
+1(g, ar) (O[3 + 11(eq. Brar) (0)]3)-
Making use of the observability inequality , we obtain

(5.6) (2, pr)(O)II3; + 1|(9ep, Depr) (0) |3
§c< | Ip2dzdt + | \pdeth).

wr rk
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Moreover, the continuity of the solutions p,q with respect to given data
yields

1(a, ar)(0)I[3; + 1/(Beq. Drar) (0)[[3
< c(KQ,Kp)( \ [pPdedt+ \ |pr?ar dt)
7 i
< e([ICu, u, p) 3 + [l (g, ug p) )
Again, we employ the observability estimate (3.3)) to get
(57) 1a.ar)O) B, + |@ra. Dar) )[Ry < e § IpP et + | |orl>ar t).
wr r}
Combining the estimates (5.5)—(5.7)), we find
1t ur) O + 1@, dur) O < e § p dedt+ | prf? dr dr).
wr Fq{
Thus, in order to obtain (5.3 it suffices to show that
| b2 dedt+ | |prl?drdt < c( | lul?dedt+ | furf dth).

wr rk wr rk

Indeed, suppose the opposite is true, so we can find a sequence (u%n, u% I
ulT’n, ulTFn) € H x V' such that

(5.8) S |pn|2 dx dt + S |pp7n‘2 dl'dt =1,
wr rl
(5.9) lim | |un|*dzdt+ | |upn,|®dldt =0,
n—oo
wr pj{
where (up,ury) are the solutions to ([1.4]) corresponding to the final states

(u. u%7p7n,u%7n,u%7p7n), and p,, (resp. ¢,) are the solutions to (D (resp.
" such that (un’ uF,n) - (pn + Gn,Prn + QF,n)-
Taking into account (5.4) and (5.8), we find that (u%.,, u% f, uk Jub )

is uniformly bounded in H x V. Hence,

(5.10) (P, Prn, Oipn, Oepry) is uniformly bounded in CO(0, T;H x V'),
which also means that so are the source terms in problem . Then
(5.11)  (qn,qrmn: O¢Gn, Orqryn) is uniformly bounded in CO0,T;H x V'),

and this leads to (u,ur,) being uniformly bounded in C°(0,7;H). Thus,
there exists a subsequence such that

(Un,ury) N (u,up) in L=(0,T;H).
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Combined with (5.9)), this gives
u=20 in wr,
ur =0 on F%.
Now, letting n — oo in ([1.4)) we have, in the sense of distributions,
(5.12) Ofu — Au+ §, Ko(z, y)u(z,t)de =0 in 2p,
' u=0 1in wr.
Since u = 0 in wy, we see that also 9?u = Au = 0 in wy. Then, from the
first equation in ([5.12)), it follows that

(5.13) S Ko(z,y)u(z,t)de =0 in wy.
2
The analyticity hypothesis on the function y — {, Ko (z,y)u(z,t) dr implies
that
(5.14) | Koz, y)u(z,t)de =0 in 2.
9]

Thus, (5.12) becomes
(5.15) {Gfu ~Au=0 i fOr,

u=20 n wr,
and we can now apply classical uniqueness results [I7, Theorem 8.1 and
Lemma 8.1] to deduce that u = 0 in {2. Therefore,

(5.16) (un,urn) — (0,0) in L>®(0,T;H).

Next, since the sequences (QnaQF,mathvatQF,n)a (pn,pr,m@tpn,atpr,n)
are uniformly bounded and the embedding H < V' is compact, we can
apply the Aubin-Lions Lemma to get (up to subsequences)

(Pnsprn)—=(ppr) 0 L(0,T;H),  (qn,qrm)—(gqr) in L*(0,T;H).
Letting n — oo, we find that the limits (q,qr) and (p,pr) satisfies the
system ({5.2)) in the distributional sense. However, recalling that (u,,ur,) =
(Pn + Gn,Prn + qrn), it follows that

(u,ur) = (p+ ¢, pr + ar).
Thus, we have

0%q — Aq+ | Ko(z, y)u(z, t)ds = 0 in 27,
9]
Ofar + 0y — Arar + | Kr(¢,&)ur(¢,t)dl =0, ¢=qr on I},
A
q=0 on I'2,
(q(T),qr(T)) = (0,0), (0:q(T),d:qr(T)) = (0,0) in 2x I

\
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Then, taking into account ([5.16)), the integral terms are null. Consequently,
we obtain (¢, qr) = (0,0).
Finally, observe that

1= S |pn|? d dt + S Ipra|*dI dt

wr rl

<2 | (Junl + |gnl®) dzdt + 2 | (Jurnl® + laral?) dI dt,

wr rl

which is in contradiction with what we have just established above. This
completes the proof. m

REMARK 5.2. 1. It is worth noting that unlike the case of a rectangular
geometry, we cannot only act on a portion of the boundary. In the case of the
rectangle, the boundary is flat. The rays that start from the controlled region,
being tangent to the surface, cover the entire Ventcel portion and therefore
allow one to obtain exact control, because the GCC condition of Bardos—
Lebeau-Rauch [1] is satisfied. On the other hand, for a curved boundary,
the rays starting from any portion and tangent to the surface leave the
boundary. Therefore, no points of Ventcel’s portion can be reached and the
GCC condition cannot be satisfied. Thus, a portion of the curved boundary
cannot give exact controllability.

2. We emphasize that the kernels K, K being bounded is not enough to
yield unique continuation for the solution of the homogeneous system (|1.4)).
Indeed, we can find counterexamples where we do not have unique contin-
uation, if no additional assumptions on the kernels are imposed apart from
just being bounded. One such example is given in [3, Section 5].

3. The boundary observability result recalled in Proposition [3.1] is also
true when the wave equation and Ventcel’s condition contain lower-order
terms (see [12, Section 3|)

(5.17) Ofu — Au+ q(t,z)u =0 in 2,
' O?ur + Oyur — Arur + qr(t,r)u=0 on FTI,,

where ¢ € L>(£27) and g € L>°(I}). Then the observability we have just
established holds also for the nonlocal version of (5.17)), namely

OPu — Au+ q(t, z)u + SKQ(.’E, Y)u(t,z)dr =0 in 27,

0
(5.18) Ofur + dyur — Arur + qr(t, z)ur
+SKp(x,y)uF(t,w)dF(x) =0 on I'7.

s
4. In the case of time-dependent kernels Ko, = Kp(t,z,y), Kp =
Kp(t,z,y), it is clear that we can recover the result in Theorem using
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the approach above, under the condition that

(5.19) y = | Ko(t.z,y)f(z) de
9]

is an analytic function for all ¢ € [0,7] and f € L%(£2).

5.2. Rectangular domain. In a similar fashion, we establish an ob-
servability result for system ([1.4)) in the geometric setting of Section [4| where
{2 is a rectangular domain.

THEOREM 5.3. Let T > Tro (see Theorem [4.2). Then there exists a
constant ¢ > 0 such that the solution to problem (1.4)) satisfies

(5:20) () (O) 31| e Drur)O) 1} < e § Jul? dwdt+ § Jurl*ar dt)

2 1
wr wr

for all final data (uf, uy, ) € H and (wp, up ) € V'.

The proof of this theorem mostly goes along the same lines as that of
Theorem We just replace the integral over I % with the integral over w;lp
from the beginning up to where we obtain

_ 2
u=0 in w7,
ur =0 on w%.

However, since for the data considered the solution (w,ur) is not suffi-
ciently regular for v and up to be connected, the analyticity of the func-
tion y — {, Ko(z,y)u(z,t) dz is no longer enough to yield both u = 0 in
27 and ur = 0 on F%. Thus, we need to also assume that the function
¢ o Kp(§,Qur(§,t)dI is analytic on I''. Under these two analyticity
assumptions, the limit (u,ur) is a solution to the local problem , and
the uniqueness result provided by Theorem gives (u,ur) = (0,0). The
remainder of the proof follows as previously.

REMARK 5.4. 1. Here too we can extend the result of Theorem [5.3]to the
case where the kernels K, K depend on time. We just need the assumption
that the functions

0] It
are analytic for all t € [0,7T], f € L?(2) and g € L?(I"").

2. Again, we can consider the system with potentials as in ([5.18]).
However, since the local result in Theorem [£.1] does not cover lower-order
terms (cf. (5.17)), we need ¢ € L>(2r),qpr € L®(I'}) to be analytic [21]
Chapter 6, Proposition 4.3| for the unique continuation of the solution to

(5.18) to hold.
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5.2.1. The case where the kernel functions Ko and Kr are symmetric.
It is worth pointing out that, though we need the second analyticity as-
sumption in to recover estimate , it is not essential. In fact, if
we consider two symmetric kernel functions K and Kp, we can show that
system is observable in time 7" > Tg o whenever (u%,u% r) €V and
(u%p, ulT ) € H, without any additional hypotheses. More precisely, we shall
see that given T' > Tg o, the solution to corresponding to these final
data satisfies

(5:22) [ (u, ur)(0)5 + || (D, Dpur) (0)I13,
§c(§ |Oyu|? dz dt + S |0tup|2d1"dt).

2 1
wr wr

To reach this estimate, we take the approach of [22] Chapter 7|. We break

down our system into two parts using an appropriate decomposition of H. We

establish observability for each part. Then, employing a result on simultane-

ous observability given in [22] Proposition 6.4.2], we get inequality .
First, recall the bounded operator By € L(H) given by

B, (71 = [ TleKelmye(@)dy
2 = Kp(z,y)pa(x) dI'(z)
We can readily see that ||By|| < K, where

) ) 1/2
K= (| | IKo@,y)Pdedy+ | | |Kr(e,y)dr(@)dr@) "
28 rir
Later on, we will also need the observation operator, defined in this case
as follows:

©
cu=c|?" :(M‘”), VU €V x H.
1/} QpF’wl
Ur

Obviously, the operator C' € L(V x H,H) is an admissible observation op-
erator for system .

The kernel functions K, Kp being symmetric, the operator Ay — By
is clearly self-adjoint on H with compact resolvent. Thus, we have a real
spectrum {uy : k € N*} and the associated eigenvectors {@r} € D(Ap)
constitute an orthonormal basis of H. In addition, the eigenvalues of the
operator A + B (cf. (2.3), (2.4)) are closely related to those of Ay — Bo.
Indeed, setting A\ = iy/|pg| for & > 0 and A\, = —A_j for k < 0, the terms
of the sequence {A;}r are the eigenvalues of A + B, and the corresponding
eigenvectors are Uyy, = (———=®, P1,), k € Z* (see [22, Proposition 7.3.3]).

i/ |k



26 I. Benabbas and D. J. Teniou

We decompose the space V x H according to the eigenvalues of A + B.
Let N > 0 be such that uy > 0. We define

—L__p
W() — Span{ <zslgn(l€) k) : k - Z*7 )\]{: — 0}7
Dy,

+&
(5.23) WN—span{<)‘25 k) :keZ" k| <N, )\k;é()},
k

L@k
VN = span{(’\k > k| > N}.
Dy,

We can follow the lines of the proof of [22] Lemma 7.3.4] to show that
these closed subspaces form a direct sum decomposition of ¥V x H, that is,
VX H =Yy ®Vy where Yy = Wy + Wyx. Moreover, if the initial state of
our system belongs to one of these subspaces, then for ¢t € (0,7] the state
remains in that subspace.

Let (u%,u%jp) €V and (ulT,u%«I) € H. We have

| 10w]® dwdt + | |Opur|®dr dt

wi W 1( )
>\ 0wl dedt+ \ |Owpr|*dl dt
2 wi W
- ( S |0vq|* da dt + S 10vqr|? dth),
wh Wi

where (p,pr) (resp. (q,qr)) is the solution to problem ({5.1) (resp. (5.2)).
Observe that the solution (g, qr) satisfies

| 10w dwdt + | |0sqr|* dI dt
w2, .
<cllBol?( § Ipi*dwdt + | prl*dr dt)
N7 r}
< col|Boll* (Il (wfp, uip, p) I3 + | (ugey 1) [30) -
It follows that
524) | [Qu|?dadt+ | [Opup|*dl dt

2 1
wp wr

1
> (5o~ all BolP ) (I ) + bk ) 15
Cobs

> c(%ibs - CO||BOH2> (ICu, ur) )3 + 1@, yur) (0)]3,),
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where cops stands for the constant in the observability estimate (4.3]). This

implies that (5.22) holds if || Bo|| < \/1/(2¢oCobs)-
If we take N > 0 such that uy > K, the restriction of B € L(V x H,H)
to the subspace Vi satisfies

K
NI
To prove this, let us take ¥ = (v, 1) such that ¥ = ZQ/I:N ap®Pr. Then

M
113 =D ol
k=N

(5.25) By || <

On the other hand,

IVel% + IV rerlE + § (§ Kotz y)e) de)v(y) dy
2 0

+ 1 (§ Br(ep)er(e) dr)er(y) ar
rori

= (=20, 9)0 + (08 = Arvrér)r + (| Koo, o) dy.v)

2

+ ( | Kr(z,)¢r(z) dFalDF)

r r

M

= > plowl® = pnl @,
k=N

which leads to
(5.26) V|G + IVrvrlF > (un — K23

Let
1
U= <F> € span{ (Akdjk) Lk > N}.
G Py,

Since such vectors are dense in V), what follows also holds for all U € Vy.
In fact, making use of inequality (5.26), we get ([5.25)):

K2

IBU |53 = [ BoF |1, < K*[|F|3 < 7K||U||%m~

UN —

Now, we are in a position to establish the observability estimate (|5.22]).
Let (u%,uOT,F,ulT,u%’F) € Vn. Taking pny > K large enough for ||By, | <
V1/(2cocons) to be true, it follows that system 1) is observable in time
T > TO, R



28 I. Benabbas and D. J. Teniou

Next, let (u%, u% r,ub, uk ) be in the finite-dimensional space Y. To
prove that the restriction of s’ystem is observable, we apply the finite-
dimensional Hautus test [22]. More precisely, we use one of its consequences
that asserts that the system under consideration is observable if and only
if CU # 0 for every eigenvector U of the operator A + B (see [22, Remark
1.5.2]). To prove this, we argue by contradiction.

Let U = (¢, or,¥,¢%r) € D(A) be an eigenvector of the operator A + B
corresponding to the eigenvalue z\/m . Then the functions ¢, ¢ satisfy the
equations

Ap — SQ Kq(z,y)p(x)dr + pp =0 in 2,

App — 0y — Srl Kr(z,y)er(x)dl(z) +pup =0 on I'.
We assume that CU = 0, so ¥ = 0 in w? and ¥y = 0 on w!, which in turn
implies that

1
=—=9=0 inw’, ¢r=-
i/l i/|pl
Then, whenever U € Wy or U € Wy, under the first analyticity assumption
in (1.3, the function ¢ € H?(§2) satisfies
2

Ap+pp=0 in 2, =0 inw”.

1
Yr=0 onw

¥

Therefore, according to Holmgren’s Theorem, we see that ¢ = 0 in (2. As for
the boundary, since ¢ lies in H?({2), we can deduce immediately that o = 0.
In turn, this implies that ¢ = 0 in 2 and ¢y = 0 on I''. In other words, we
have U = 0. This contradicts U being an eigenvector of A+ B, which shows
that CU # 0 for every eigenvector of A + B. Consequently, by the finite-
dimensional Hautus test (in particular |22, Remark 1.5.2]), the restriction
of our system to the finite-dimensional subspace Yy is observable. Since
Yy N Vx = 0, combining the observability on Vi and Yy (or equivalently
applying [22, Theorem 6.4.2]), we obtain inequality ([5.22).

REMARK 5.5. We note that this result could not be proved using the
compactness-uniqueness method without the analyticity condition for the
kernel function Kp. Moreover, whether we can extend this result to weak
solutions belonging to H x V' depends on the ability to provide a result
analogous to that given in Lemma [3.3] in this particular case of symmetric
kernels. In other words, we need to prove well-posedness in V of the steady-
state problem

(5.27) (A = Bo) (XXF> - <u§i)

for every (uk, u%,, ;) € V'. This is not guaranteed for arbitrary symmetric ker-
nels; we need additional requirements on K, and K. For example (see [15]),
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if
(5.28) 1Boll < 7
. ol < ———
A=
then A— By : V — V' is an isomorphism and problem ((5.27) admits a unique
solution.
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